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ABSTRACT  

Rainfall data are the most significant values in hydrology 
and climatology modelling. However, the datasets are 
prone to missing values due to various issues. This study 
aspires to impute the rainfall missing values by using 
various imputation methods such as Replacing by Mmean 
(RM), Nearest Neighbor (NN), Random Forest (RF), Non-
linear Interactive Partial Least-Square (NIPALS) and 
Markov Chain Monte Carlo (MCMC). Monthly rainfall 
datasets from 24 rainfall stations in Yogyakarta, Indonesia 
were used in this study. The datasets were then used for 
bootstrapping to obtain an estimate of the within-
imputation standard errors for each imputed dataset.  The 
performances of five methods were evaluated using root 
mean square method (RMSE). The experimental results 
showed that the RF-Bootstrap (RF-B) approach was 
attained as the most satisfying fitting for missing rainfall 
data in Yogyakarta, Indonesia.  

Key words: MCMC, Missing value, nearest neighbor, 
NIPALS, random forest, replace by mean, bootstrap 

 

1. INTRODUCTION 
 

Rainfall are the most significant variables in climatology 
and hydrological modelling. However, missing data of 
rainfall are common problems in climatic series due to 
many circumstances. Most of the statistical analyses 
require a complete data rather than the data with missing 
values. In order to conduct statistical analysis, the crucial 
problem of missing data forces researchers to choose 
either imputing data or discarding missing values method 
to be used [1]. However, simply discard the missing data is 
not a reasonable practice, as valuable information may be 
lost and inferential power compromised [2]. Thus, the 
imputing missing data is the most suitable and more 
practical way to proceed. 

     According to [3], three types of missing data were 
Missing Completely At Random (MCAR), Missing At 
Random (MAR) and Missing Not At Random (MNAR). In 
real life situation, the MCAR is practically used. In 
hydrological data, especially in the case of missing rainfall 
datasets, it is classified as MCAR since the data in a 
particular area does not affect the occurrence of missing in 
rainfall datasets of an area [4]. Missing data were inserted 
completely at random (MCAR) in the following 
percentages: 10%, 20%, 30%, 40%, 50% and 60% of the 
total of instances [3]. The problem of missing values in 
meteorological series is particularly significant in 
developing countries where gauging stations are scarce 
and degree of missingness is large [5]. Basically, missing 
data can be caused by human errors in collecting and 
managing the datasets, natural disaster, and machinery 
defects on site [6]. Thus, ignoring missing data can 
eventually lead to partial and biased results in data 
analysis [7]. 
     In order to handle the type of input data, this study 
introduces five methods of imputation. The motivation is 
to make as few assumptions as possible about structural 
aspects of the data due to large missing values, where ( > 
5% - 10% ) is categorized as large missing values [8] . 
According to [9], the solution to the problem is a real 
challenge, when a large proportion (30% or more) of data 
is missing. In recent years, many methods have been 
applied to fill gaps in precipitation series such as 
Arithmetic Mean, Normal Ratio, Inverse Distance 
Weighting, Weighted Linear Regression, Multiple Linear 
Regression and Probabilistic method [10]-[14]. In the field 
of hydrologic modelling, it is extremely important to use 
the most efficient method to achieve the best rainfall 
valuation. In this study, several imputation techniques 
were proposed including using Replace by Mean, Nearest 
Neighbor, Markov Chain Monte Carlo (MCMC), 
Nonlinear Iterative Partial Least Squares (NIPALS) and 
Random Forest (RF) method [15]-[19]. Random Forest is 
capable of efficiently incorporating a large number of both 
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continuous and categorical variables, as a result of sub-
sampling predictor variables at each node when 
constructing regression trees [20].Additionally, these 
algorithms have desirable properties which are their 
capability of handling diversified types of missing data. 
     In this study, an ensemble strategy for missing value 
imputation is proposed, which provides an alternative 
solution to the problem of how to choose the optimum 
imputation tool for different application. The main 
contributions in this study are as follows: (1) Identify the 
best method to overcome the issue of large missing value, 
and (2) Identify the validity of reducing Root Mean Square 
Error (RMSE) and Mean Absolute Error (MAE) by using 
the Bootstrap algorithm. The data imputation was 
performed using Replace by Mean, Nearest Neighbor 
(NN), Markov Chain Monte Carlo (MCMC), Nonlinear 
Iterative Partial Least Squares (NIPALS) and Random 
Forest (RF) methods for monthly rainfall data in 
Yogyakarta, Indonesia. The outcomes from this study are 
expected to contribute towards finding the best and finest 
method for data imputation technique which enables the 
reconstruction of complete rainfall datasets. However, 
challenges remain when applying these methods for 
estimating up to 60% missing values in data set. 
 
2. RESULTS METHOD 

 
2.1 Replace by mean 

 

According to [21] replace by mean are single-value 
imputation methods which is estimate each missing value 
might have been and replace it with a single value in the 
data set.Advantage of using this technique is that it is not 
unduly complicated and can be easily implemented in 
most common statistical packages.  

     The mean and the standard deviation of each variable 
were calculated using the actual complete data and 
compared with their counterparts after replacing the 
missing values in each condition. The absolute difference 
in mean and standard deviation was used to evaluate the 
effectiveness of both procedures. However, accurately 
reproducing means and standard deviations is just one 
criterion for determining the efficiency of a method. 
Another criterion which is the accuracy in estimating 
parameters must also be used as part of statistical analysis. 
It comprises changing every missing value in series (푘), 
k=1, …, d by the respective component mean. The formula 
can be written as: 

푃 =
∑ 푃
푛

																																																																													(1) 

where 푃  is the observed rainfall data, 푃 is …. andn is the 
number of rainfall days. 

2.2 Nearest neighbor 

Another effective method to fulfill the missing data is 
nearest neighbor imputation algorithm. It is also 
significant that the use of different kernel functions can 
improve the performance of k-nearest neighbor (KNN) 
imputation when predicting missing rainfall data [22]. 
Every missing value on a number of records is substituted 

by a value acquired in the overall records set from 
interrelated cases [23]. KNN method is proven to be 
reliable and practical to treat missing hydrological data 
through the application of KNN imputation conducted by 
[24]. The first step of nearest neighbor imputation is by 
assuming 푛 observations gathered on 푝 covariates. The 
corresponding 푛	 × 	푝 data matrix is given by X=(푥 ), 
where 푥  denotes the 푖th observation of the 푠th variable. 
Let O=(표 ) denotes the corresponding 푛 × 푝 matrix of 
dummies with entries given below,  

표 1 , if푥 was	observed
0 , for	missing	values			(2) 

     The distances between two observations of 푥푖 and 푥푗 is 
calculated by using the 퐿푞-metric from the observed data,  

푑 푥 ,푥
1
푚 = 1 푥 −푥 퐼(표 = 1)퐼 표

= 1)
/

																																																			(3) 

Where 푚 = 퐼(표 = 1)퐼 표 = 1 denotes the 
number of valid components in the distances computation.  

2.3 Markov Chain Monte Carlo (MCMC)  
 

A Markov Chain Monte Carlo (MCMC) algorithm is 
another useful method for missing data imputation. This 
algorithm is highly illustrative example of incomplete data 
[25].According to [26], the expectation-maximization 
(EM) is a technique that replaces missing data by figuring 
the maximum probable valuations for MCMC process. 
The MCMC method is based on Bayesian inference with 
missing data by obeying several steps as follows [27]. 

1) imputation step. Estimate the mean and 
covariance matrix, then simulate the missing 
values for each observation. 

2) posterior step (P-step). Simulate the mean vector 
and covariance matrix from the imputed step.  
 

2.4 Non-linear interactive partial least-square 
(NIPALS)  
 

     The non-linear interactive partial least-square 
(NIPALS) is another imputation method that can used in 
principal component analysis (PCA) problem with missing 
values. This approach was implemented in commercial 
chemometric software with varying degree of correctness 
for the general PCA problem with missing values [28]. In 
most data analyses require complete data. The complete 
data may be obtained in the simplest way by removing any 
rows with missing values, but this approach can lead to 
large amount of data loss or undesirable bias [29]. A better 
approach can be conducted by replacing the missing value 
with the sample mean.. Given a rectangular dataset with 
the size of 푛 × 푝, the algorithms of NIPALS work as 
follows,  

1) define a matrix for the 푖th observed value in the 
푗th variable, 퐗 = 푥 , 1 ≤ 푖 ≤ 푛, 1 ≤ 푗 ≤ 푝. 
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2) assume 퐗has a rank of 푎, then decompose 퐗 as ܺ 
= ∑ 푡 푃′  , where 푡  = (푡 ,…, 푡 ,…,푡 )’ 
and 푃  = (푃 ,…, 푃 ,…,푃 )’ are the principal 
factors and principal components, respectively.  

3) estimate the missing value using   the NIPALS 
algorithm to the cell (푖,) as:  

	푥 = 푡 푝 																												 (4) 

where 푘 (푘≤ 푎 ) is established by a cross-validation. The 
implementation of NIPALS algorithm is straightforward, 
based on simple linear regressions.   

2.5 Random forest  
 

     Random forest is an effective tool in prediction. 
Random forests (RFs) are very flexible and powerful 
ensemble classifiers based on decision trees which were 
firstly developed by Breiman (2001) [30]. In addition, the 
framework gives insight into the ability of the random 
forest to predict in terms of strength of the individual 
predictors and their correlations. The random forest can be 
applied for classification, regression, and unsupervised 
learning [31]. By assuming that 퐗 = (푋 ,푋 , …푋 ) as a 
푛 × 푝-dimensional data matrix and 푋  as an arbitrary 
variable with missing values at entries 푖( ) ⊆ {1, . . . ,푛} , 
the rainfall dataset can be separated into two categories:  
1) the observed values of variable 푋  are denoted by 푦( )  , 
2) the missing values of variable 푋 are denoted by 푦( )  . 

     An initial guess for the missing value in X can be 
determined by using mean or other imputation method. 
The variables 푋 ,	푠 = 1, . . . , 푝,  are sorted based on the 
total missing values beginning with the smallest amount. 
For each variable 푋 , the missing values are imputed by 
fitting an Random Forest with response 푦( )   and 
predictors 푥( ) ; and predicting the missing values of 푦( )  
by applying trained Random Forest to 푥( ) . The 
imputation procedure is then repeated until a stopping 
criterion is satisfied. 

2.6 Bootstrap Approach  
 

The bootstrap approach was introduced by [32] in 1979 
and is well known for its functional in reducing the 
inherent variance and bias in sample set of data. 
Theoretically, a small variance indicates that the estimate 
from the specified imputation method is very close to the 
true value of the expected value [33].  
 
     Assuming n,241,1i,k x,...,xX  is a sample set of 

variables data with 24,..,1k variables and ni ,..,1
observations, where n is a sample size of each variable, i.e. 
n=601. The kiX data matrix is used to obtain a group of 
bootstrap replication data through sampling with 
replacement,푥 ,

( )where B(t) refers to a number of 
bootstrap replication. It is common to employ a 1000 
replication in bootstrapping, t = 1,…,1000 [34]. For 

example, the replication for the first variable can be 
written as follows: 
 

풙ퟏ,풊
푩(ퟏ)

풙ퟏ,ퟏ
푩(ퟏ) … 풙ퟏ,ퟏ

푩(ퟏퟎퟎퟎ)

⋮ ⋮
풙ퟏ,ퟔퟎퟏ
푩(ퟏ) … 풙ퟏ,ퟔퟎퟏ

푩(ퟏퟎퟎퟎ)
																																									(5) 

 
 
A set of bootstrap samples can be obtained by calculating 
the average of each row of )(

,1
tB

ix  matrix as given below: 

T

x
x

t

i

tB
i

B
i


 1

)(
,1

,1  

 

 
where T represent the total number of bootstrap 
replications i.e. T = 1000. In terms of matrix notation, the 
bootstrap sample of the first variable can be rewritten as 
follows: 
 
풙ퟏ,풊
푩 = 풙ퟏ ,ퟏ

푩 , . . . ,풙ퟏ ,ퟔퟎퟏ
푩

  
 
      

    The bootstrap approach is eventually useful for 
increasing accuracy or validity of the statistical estimation. 
In order to investigate the validity of the estimate, the 
RMSE and MAE estimation is used and explained in next 
section. 

2.7 Root mean square error (RMSE), Mean absolute 
error (MAE), and Nash-sutcliffe efficiency 
coefficient (CE) 
 

     The performance of the imputation methods was 
evaluated using root mean square root (RMSE) and mean 
absolute error (MAE). The RMSE is a standard statistical 
metric to measure the performance of model studies in 
meteorology, air quality and climate [35]. The RMSE, 
MAE and CE has been used to assess model performance 
for many years but here is no consensus on the most 
appropriate metric for model errors. In the field of 
geosciences, the RMSE is often used as a standard metric 
for model errors [36]. CE value of 1 are pursued in the 
best performance models. The mean absolute error (MAE) 
is another useful measure widely used in model 
evaluations. The lower the RMSE and MAE, the more 
accurate the evaluation is[37].The RMSE, MAE and CE 
formula is given below, 

RMSE= ∑ (푦 − 푦 ) /푛																																												(8) 

CE= 1−∑ (푦 − 푦 ) /∑ (푦 − 푦 ) 																									(9) 

MAE= ∑ |(푦 푦 ) | 																																																				(10) 

where 푦  is the observed rainfall data and 푦  is the 
predicted rainfall data in Yogyakarta, Indonesia. 

 

 

(6) 

(7) 



Shazlyn Milleana Shaharudin et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.4), 2020, 646  - 651 

649 

2.8 Research Approach 
 

     Briefly, this paper focuses on two statistical strategies 
in identify the extreme missing value of rainfall patternsin 
the city of Yogyakarta, Indonesia,  

 
a) Identify the best method to overcome the issue of 

large missing values. 
 

b) Identify the validity of reducing Root Mean 
Square Error (RMSE) and Mean Absolute Error 
(MAE) by using the Bootstrap algorithm. 
 

This approach is as in figure 1. In order to achieve 
these two statistical strategies, Replace by Mean, NN, 
MCMC, NIPALS and RF imputation methods are 
used in this study. This approaches to find out the best 
imputation method from the large missing value and 
reduced the value of the imputation by using the 
bootstrap algorithm. 
 

 
Figure 1: The flow of the proposed model 

 
 

2.9 Study Area and Data 
 

This study of rainfall focused on the long narrow 
Yogyakarta covering 7 S latitude and 110 E longitude. 
The monthly rainfall data from 24 stations over 
Yogyakarta were obtained from Meteorological, 
Climatological and Geophysical Agency and represented 
in Figure 2.  Eventually, the rainfall data are incomplete 
with missing values starting from year 1970 to 2019 with 
58.1% of total missing values. According to [38], the 
dataset containing 50-60% of missing values are regarded 
as the high degree of missingness in precipitation time 
series. Other than that, the reliability of a long time series 
data frequency estimator is highly valuable since it 
strongly associates with sample size in data analysis. 
Figure 2 shows the geographical coordinates of 24 rainfall 
stations chosen from the area of Yogyakarta, Indonesia. 

 

Figure 2: The geographical coordinates of 24 rainfall 
stations chosen from the area of Yogyakarta, Indonesia. 

3. RESULTS AND DISCUSSION 
 

This section discusses the results of imputation methods 
for monthly rainfall datasets from January 1970 until 
December 2019. The imputation methods were applied to 
24 stations in Yogyakarta, Indonesia. The experiments 
were conducted for each station, using all five imputation 
methods. The results were then calculated as an average 
result, representing each imputation method. The RMSE 
and MAE was calculated in each method. The method 
with the smallest RMSE and MAE value was selected as 
the best technique for filling out the missing data from 
monthly rainfall datasets. The experimental results for 
each imputation method are showed in Table 1. 

 Table 1 indicates the average RMSE and MAE 
values for the five methods. The results showed that the 
smallest RMSE and MAE was obtained from the RF 
method. It is noted that higher RMSE and MAE values are 
obtained in this study because of a high model variance 
when the rainfall data is large [39]. In addition, the largest 
RMSE and MAE obtained in this study due to the high 
proportion of missing data (>50%). Meanwhile the 
NIPALS was the worst imputation method for monthly 
rainfall data in Yogyakarta, Indonesia as the results 
showed that the NIPALS has the highest RMSE among 
other methods. 

Table 1:Average RMSE values for five imputation 
methods 

Method RMSE MAE 
MCMC 217.14 148.7526 
NIPAL 29756.62 1482.937 

NN 174.19 97.71053 
MEAN 169.23 121.837 

RF 153.96* 92.25785* 

*indicate the best results 

     The next step in this study, once the missing values 
have been filled in, is to use bootstrapping to obtain an 
estimate of the within-imputation standard error for each 
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method by rearranging the completed imputing missing 
data.  The bootstrap models were used to identify the best 
approaches for handling missing data. To evaluate the 
performance of the five imputation methods coupled with 
bootstrap model, the RMSE and MAE was used 
respectively.  

Table 2 presents the RMSE and MAE values for 
each method coupled with bootstrap for imputing the 
missing values of daily rainfall data in Yogyakarta, 
Indonesia. It can be observed that the RF method has the 
lowest RMSE and MAE of 7.9551 and 0.286298 
compared to other methods. Thus, the final results 
suggested that Random Forest coupled with bootstrap is 
the best statistical method for imputing the missing values 
of daily rainfall data in Yogyakarta, Indonesia. Table 2 
also showed that the imputation method of NN coupled 
with bootstrap has relatively small RMSE and MAE, so it 
can be used as an alternative. 

Table 2:Average RMSE values for five imputation 
methods 

Method RMSE MAE 

MCMC-Bootstrap 9.4341 0.348005 
NIPAL-Bootstrap 127.5058 2.117418 

NN-Bootstrap 8.2134 0.296501 
MEAN-Bootstrap 8.6984 0.319056 

RF-Bootstrap 7.9551* 0.286298* 

*indicate the best results 

With these results, the RF was considered the best model 
to fill the gaps in the missing values and the bootstrap 
algorithm was valid to reduce the RMSE and MAE value 
of monthly rainfall data in Yogyakarta, Indonesia. 

4. CONCLUSION 

     The search of the most efficient method for imputation 
of the missing rainfall values are the most important. In 
this study, we have tackled the added difficulty of 
estimating extremely large amount of missing values 
(58.1%). Five imputation methods of Replace by Mean, 
NN, MCMC, NIPALS and RF were used and compared to 
obtain the most appropriate technique for filling the 
missing data in monthly rainfall data in Yogyakarta, 
Indonesia. Bootstrap algorithm coupled with imputation 
methods were used to reduce the value of RMSE and 
MAE.  The results showed that the Random Forest-
Bootstrap (RF-B) was the best method for single 
imputation when estimating extremely large amount of 
missing values. Therefore, finding the best method for data 
imputation is crucial to improve any predictive modelling. 
To conclude, the use of various imputation techniques 
based on the characteristics of rainfall is endorsed, and 
further studies should be explored with different 
methodologies and datasets. 
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